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Compacting data at smaller 
granularity reduces 

data movement. 

Tiered data layout has the 

highest write throughput but also 
the highest tail write latency.

Hybrid data layouts dominate 
point lookup performance.

For update-intensive 

workloads, tiering dominates 

the performance space.

The relative benefits of 

compaction strategies are 
marginally affected by LSM-tuning.
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