Optimal decision rule-based ex-ante frequency hopping for jamming avoidance in wireless sensor networks
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A B S T R A C T

In this paper, we consider a static wireless sensor network (WSN) affected by a constant, static jammer. Both the nodes in the network and the jammer are capable of switching frequencies. Existing literature mostly thrives on mechanisms with a mutually pre-decided hopping-sequence or on random frequency-hopping techniques. However, these mechanisms often fall short in the context of energy-constrained WSNs. We propose a frequency-hopping strategy based on the optimal decision rule. The proposed solution takes into account the individual decision profiles of all the concerned nodes, and finally, makes the decision for the welfare of the overall network. The objective is to find an optimal frequency hopping rule to obtain the maximum throughput. We observe that the packet delivery ratio of the network improves by approximately 30% after the application of the optimal decision rule for frequency-hopping. The overall network energy consumption is also improved by approximately 53% by the application of the proposed solution approach, as observed from the results.

© 2017 Published by Elsevier B.V.

1. Introduction

Jamming in wireless sensor networks (WSNs) disrupts the communication between the sensor nodes and affects the network severely in terms of energy drainage. A jammer transmits a high power signal, which corrupts the ongoing data transmissions in the network, resulting in packet drops. This causes the nodes to retransmit the data packets repeatedly, thereby inflicting huge energy wastage. Also, a constant jammer keeps the channel busy continuously, so that no other node gets access to the channel [1–3]. Although there are numerous techniques to avoid jamming [4–12], few are applicable in the context of WSNs [13–18]. We discuss the different state-of-the-art jamming avoidance mechanisms and examine their applicability in the reference of WSNs. One of the popular techniques to avoid the effects of jamming is through regulating the transmission power. However, transmitting in a low-power mode is strictly hardware-dependent and low-power transmission implies a decrease in the communication range of the sensor node as well. An alternative way of avoiding the jammer’s influence is antenna polarization which thrives on the principle of the line of sight (LoS) communication. The left circular polarization will not receive the signal of right circular polarization. Therefore, the nodes in the network change the polarization to avoid the jamming effect. The important point is that the nodes should be informed about the change in the polarization. This technique, however, is also reliant on the sensor-hardware and is costly. Moreover, not many sensor nodes are equipped with this technology. Directional transmission is another jamming avoidance mechanism, in which the antenna transmits or receives the signals in a particular direction only, and thus, avoids the jamming by changing the direction of the antenna. The main problem with this method is that multipath routing becomes difficult [19], as in WSNs, one node usually communicates with multiple other nodes. Considering the limited energy resources of a sensor node, communication using ultra wide band (UWB) technology, in order to bypass the jammer’s effect, may not always be suitable for WSNs.

Frequency hopping spread spectrum (FHSS) is another effective mechanism for jamming avoidance. In this method the nodes are allowed to switch among different frequencies within the channel [20–24]. FHSS minimizes unauthorized communication interceptions and interference while supporting co-existence of multiple WSNs in the same region. It also efficiently mitigates the adverse effects of multipath fading for multi-hop communications in WSNs. Clearly, FHSS is the most suitable jamming avoidance technique for WSNs as it is energy-friendly and requires minimal hardware-
support. However, traditional FHSS algorithms are either periodic in nature or event-driven, which makes them vulnerable to advanced jamming strategies. Moreover, FHSS-based solutions often fall short in scenarios where the jammer is also capable for hopping between frequencies and strategically block ongoing communications in the network.

1.1. Motivation

Although frequency-hopping provides an efficient solution to jamming avoidance in most cases, it falls short if the jammer is intelligent and advanced enough to update its jamming strategy. In existing periodic FHSS-based solutions, the nodes in the network switch their operating frequencies periodically after a certain time-interval irrespective of the network-state. In presence of a jammer in the network, this may lead to unnecessary packet drops as a node may, by its route, switch to the jammer’s operating frequency. On the other hand, in event-driven FHSS-based solution techniques, a node switches its frequency only after it is affected adversely due to some undesired phenomenon, i.e., a node switches to an alternate frequency only if it is affected by the jammer for a certain duration. In this case, however, if the jammer is also capable of switching frequencies and is intelligent enough to ascertain the frequency in which communication is presently ongoing, then it will rapidly switch to the desired frequency affecting the network throughput. Existing FHSS-based solutions [20–22], therefore, fail to provide an optimal solution to the problem of jamming in cases where the jammer is also capable of frequency-hopping.

In this paper, we use an optimal decision rule to analyze the network’s condition periodically and act in a way to maximize the benefit of the network as a whole. The proposed frequency-hopping mechanism is event-driven and stochastic in nature. We have considered a sensor network with static deployment of the sensor nodes and a constant static jammer, which however, is capable of switching between frequencies. Our discussion, however, is limited to the situation in which both the sensor nodes and the jammer are capable of switching between two operating frequencies only. We consider that the nodes, as well as the jammer may communicate in either of the two different frequencies, viz., $f_a$ and $f_b$. In this work we consider the problem of taking the decision on whether to switch between the frequencies or not, for the nodes in the network while we envision to maximize the throughput of the network. Note that, at any point of time, any node in the network may operate in either $f_a$ or $f_b$. An aggregator node, chosen dynamically in each iteration, executes the optimal decision rule based on the mean packet drop rate of the nodes in the network and optimizes the payoff of the whole WSN.

1.2. Contribution

The main contributions of our work are as follows.

- Each node in the network makes its own decision independently on whether to switch its present operating frequency or not. Based on this, the aggregator node finally outputs the decision which is best-fit for the network, using the optimal decision rule. The decision, therefore, is collaborative and maximizes the payoff for the society.
- An optimal decision rule is used to stochastically model the jammer’s behavior, and thus, reform the network topology accordingly. Our work addresses the problem of jamming avoidance in WSNs in critical scenarios when the jammer is capable of switching frequencies as well.
- The performance of the system is evaluated in terms of throughput of the network and energy consumption. A thorough analysis of the energy consumption of the nodes in the network against variable frame size and with time projects the applicability and utility of the optimal decision rule in the context of frequency-hopping in an elaborated manner.

Note that, the decision is taken based on the overall network condition directing towards a globally optimal solution, rather than a locality-specific temporal solution.

1.3. Paper organization

The rest of the manuscript is organized in the following sections. In Section 2, we discuss the existing literature on jamming avoidance techniques primarily focusing on the different frequency-hopping mechanisms. The problem statement is mathematically formulated in Section 3. We propose an optimal decision rule-based solution to the problem of jamming avoidance in Section 4. The performance of the proposed solution is analyzed thoroughly in Section 5. Finally, in Section 6, we conclude our discussion and explore the future research scope in this domain.

2. Related work

In this paper, we address the problem of jamming avoidance in WSNs by frequency hopping using the optimal decision rule. We discuss some of the relevant literature in this section.

Quan et al. [25] have proposed a multi-pattern frequency hopping method to mitigate the effects of jamming. There are two channels, viz. the data channel and the complementary channel which have their own frequency hopping patterns. It uses convolution encoding and maximum likelihood decoding to improve the method of anti jamming. However, the synchronization of the different frequency patterns takes a prolonged time. A jamming resistance broadcast technique was discussed for both single-hop and multi-hop communication networks by Xiao et al. in [26,27]. Wang et al. [28] have formulated an anti-jamming strategy based on uncoordinated frequency hopping (UFH) communication in which the sender and the receiver hop to random frequencies in order to avoid jamming attacks. The nodes are able to communicate with each other only when they are operating on the same frequency [29,30]. The authors have formulated this problem as a non-stochastic multi-armed bandit problem and the proposed solution is based on an online optimization theory with frequency hopping strategy. However, the nodes jump randomly to different frequencies based on the UFH, and communication between a pair of nodes may only resume if they hop on to the same frequency. In our work, the centralized aggregator node takes the decision for the society based on the optimal decision rule and broadcasts the same to all the nodes in the network.

Zhang et al. [22] have proposed another anti-jamming technique which is based on message-driven frequency hopping. In this method the transmitter transmits a secure ID-sequence alongside the data which acts as a pseudo-noise sequence for selecting the frequency at the transmitter. The secure-ID sequence is shared between the sender-receiver pair, and the receiver extracts the ID-sequence and to the information regarding the frequency-hopping. However, this mechanism is ineffective if the message bearing the ID-sequence is dropped itself due to the jammers influence. Achutan and Kishore [21] have developed a security based architecture which generates the hopping sequence. This generator-unit is embedded within the sensor nodes and the unit executes the channel selection for all nodes of a route after the detection of jamming. However, nodes under the influence of the jammer may not be able to communicate with the other nodes in the route, and thus, may fail to coordinate with them. Also, the computations involved within each sensor node in order to generate the
frequency sequence consumes more power. In contrast, in our proposed solution, the network topology is reformed based on the outcome of the optimal decision rule and nodes which are affected by the jammer are avoided in the process. Also, computationally, each node in the network performs preliminary mathematical operations and sends only a single frame to the centralized node suggesting their individual preference profile. In [31], the authors have proposed an anti-jamming technique for unicast communication. They have used the Steiner triple system and transversal design for channel selection. However, in case of WSNs it is barely applicable as nodes in a WSN usually broadcast their messages in the medium.

Chang et al. [20] have proposed an algorithm for the symmetric-role uncoordinated frequency-hopping in asynchronous environment in order to prevent jamming. In this case it is not required to assign the role of sender and receiver in advance before frequency hopping. Liu et al. have proposed a method which helps in communication between nodes in presence of the jammer in WSNs. It uses the uncoordinated seed disclosure technique in frequency hopping for establishing the shared secret key between the transmitter and receiver. However, the work thrives on a big assumption that the sender and the receiver nodes must be on the same frequency at the time of the seed disclosure and the jammer should not listen on the same channel. Alagil et al. [32] have considered the randomized positioning direct sequence spread spectrum scheme as a countermeasure for jamming attack. The index codes for each message is placed at random position. The receiver finds the position of the code in the payload of a new message and encode the message. In this process the authors have removed the requirement of shared key.

Li et al. [33] have considered a WSN in which a jammer communicates over a single channel. The channel is sensed to detect collision and if a collision is detected, a jamming message is broadcast to all the nodes of the network. In this work, the authors have considered two cases. In the first case, they consider that the network has a prior knowledge of the strategy of the jammer and the instants of jamming and the jammer is also aware of the policies undertaken by the network when jamming occurs. In the other case, neither the jammer nor the network have the complete information about the decision of the other. The authors formulated this scenario as an optimization problem. The payoff considered in this work is based on the channel access, and the occurrence of collision in presence and absence of the jammer. However, the work does not consider packet dropping and the overall reduction of the network throughput due to jamming.

Zhang et al. [34] have focused on the jamming tolerance of the network that is the maximum number of jammers that can be placed among the finite number of nodes to achieve the reliability. Similarly, Rouissi et al. [35] have combined the direct sequence spread spectrum, frequency hopping spread spectrum and time hopping spread spectrum techniques to avoid the effect of jamming and secure the wireless sensor network from the jamming attack.

Du and Roussis [36] have focused on the problem of interference when multiple networks are co-located over the same region. In such a scenario, the authors have proposed an adaptive slotted channel hopping technique which is the enhanced version of time slotted channel hopping. In this technique, the frequency which creates the maximum interference is avoided and omission of high interference channel improves the packet delivery ratio [37–39]. Shih et al. [40] have designed a new algorithm for generating the frequency hopping sequence by removing those channels which has maximum interference. In the proposed solution approach, however, we encounter the individual decision-profiles of all the nodes in the network and holistically decide on the jamming avoidance strategy using an optimal decision rule.

3. Problem definition

In this section, we define the problem scenario and mathematically model the problem. However, it is important to define the bounds of the problems clearly by mentioning the assumptions of the work.

3.1. Assumptions

a) We consider a static and uniform random deployment of wireless sensor nodes across a planer terrain and the nodes, deployed, are static in nature.

b) The jammer, J, is also static in nature and the location of the jammer within the terrain, (x_J, y_J) is known a priori.

c) A node is only allowed to toggle between frequencies, i.e., the entire bandwidth available to a node for transmission is divided into two frequency bands, viz., f_a and f_b. The jammer is also capable of switching between f_a and f_b with a view to affect the network communication maximally.

d) Each node is capable of making its own decision on whether to toggle between the frequencies or not.

3.2. System model

We consider a system with n nodes, given by \( V = \{v_1, v_2, \ldots, v_n\} \) distributed uniform-randomly over a planer terrain. The network topology, thus formed, can be translated into a graph, \( G \). Let \( \nu(t) \) and \( \nu(t) \) denote the sets of nodes operating in the frequency band \( f_a \) and \( f_b \), respectively, at time \( t \) with \( |\nu(t)| = n_a(t) \) and \( |\nu(t)| = n_b(t) \). Clearly, at any given time instant \( t \), \( \nu(t) \cup \nu(t) = V \) and \( n_a(t) + n_b(t) = n \). Let \( G(t) \) and \( G(t) \) be the (sub)graphs constructed at time instant \( t \), using the vertices in \( \nu(t) \) and \( \nu(t) \). Evidently, at any time instant \( t \), \( G(t), G(t) \subseteq G \).

Let \( \nu(t) \) and \( \nu(t) \) be the adjacency matrices (of dimensions \( n_a(t) \times n_a(t) \) and \( n_b(t) \times n_b(t) \), respectively), at time \( t \), corresponding to the graph set of all edges present in the graphs \( G(t) \) and \( G(t) \), respectively. Mathematically, the elements of the matrix \( \nu(t) \), denoted by \( e_{ij}(t) \), \( \forall i, j \in \{1, n_a\} \) is expressed as:

\[
e_{ij}(t) = \begin{cases} 
1, & \text{if there exists an edge from } v_i \text{ to } v_j \text{ in } \nu(t) \\
0, & \text{otherwise}
\end{cases}
\]  

(1)

Similarly, we also have the matrix \( \nu(t) \) representing the adjacency matrix corresponding to the graph \( G(t) \). The justification behind considering the graph to be directed is that, at any given time instant \( t \), while a node \( v_i \) may be able to receive a packet from its neighboring node \( v_j \), \( v_i \) may not be able to transmit a packet to \( v_j \) due to inadequate energy. Therefore, existence of \( e_{ij}(t) \) does not confirm the existence of \( e_{ji}(t) \). \( \forall i, j \in \{1, n_a\}, x \in [\alpha, \beta] \). Also, to avoid redundancy in subsequent computations, we eliminate all self-looping edges from the graph, i.e., \( e_{ii}(t) = 0 \) \( \forall i \in \{1, n_a\} \). Having defined the graph and the corresponding adjacency matrices, we now define a route in the network.

Definition 1. A route, \( R \), in the network is defined as an ordered sequence of \( k \) vertices \( (v_1, v_2, \ldots, v_k) \) where \( v_1 \) and \( v_k \) are the source and destination vertices of the route, respectively. For a pair of vertices \((v_i, v_{i+1})\), \( 1 \leq i \leq k - 1 \), there exists an edge \( e_{ij}(t), x \in [\alpha, \beta] \).

Any node \( v_i \), \( i \in \{1, n\} \) is capable of toggling between frequencies \( f_a \) and \( f_b \) as it uses frequency hopping as an anti-jamming...
measure. While the goal of the jammer is to reduce the throughput of the network by affecting as many nodes and the corresponding communication links, the nodes tend to switch frequencies intelligently to avoid the adverse effects of jamming. It is worthy of mentioning that in the absence of a jammer, all nodes communicate using the same frequency band, i.e., either of $f_a$ and $f_b$. Clearly, under such circumstances, either (a) $\gamma^\alpha(t) = \gamma^\beta(t) = 0$ and $G^\alpha(t) = G^\beta(t) = G$, or (b) $\gamma^\alpha(t) = \gamma^\beta(t) = 0$ and $G^\alpha(t) = G^\beta(t) = \sum_{j} n_{t_{n_b}} n_{t_{n_b}}$, where $0 < n$ represents a zero matrix of order $n \times n$. In presence of a jammer, however, a number of nodes and corresponding links are affected, and nodes switch frequencies to avoid the influence of the jammer. However, it should be noted that for any given time instant $t$, $G^\alpha(t) \cup G^\beta(t) \neq G$. Although for every $t$, $\gamma^\alpha(t) \cup \gamma^\beta(t) = \gamma(t)$, the other necessary condition for graph union strictly does not hold true, i.e., $\sum_{i=1}^n \sum_{j=1}^n e_{i,j}^\alpha(t) + \sum_{i=1}^n \sum_{j=1}^n e_{i,j}^\beta(t) < \sum_{i=1}^n \sum_{j=1}^n e_{i,j}$, where $\sum_{i=1}^n \sum_{j=1}^n e_{i,j}$ is the total number of edges in graph $G$.

3.3. Problem statement

In this work, we consider a static WSN subjected to the influence of a constant, high-power, static jammer, the position of which $(x_j, y_j)$ is known. Both the jammer and the nodes present in the WSN are capable of switching between frequencies $f_a$ and $f_b$. Given the traffic flow pattern in the neighborhood of $(x_j, y_j)$ at time $t$, the problem is to determine the optimal frequency hopping rule which would maximize the overall network throughput by minimizing the packet drop rate of individual links. Therefore, at any time instant $t$, our goal is to ascertain the magnitude of $\hat{\Gamma}(t)$, where $\hat{\Gamma}(t)$ is the minimal mean packet drop rate of the overall network. Mathematically,

$$\hat{\Gamma}(t) = \min \left[ \sum_{i=1}^n \sum_{j=1}^n e_{i,j}^\alpha(t) \rho_{\alpha(i,j)}(t) + \sum_{i=1}^n \sum_{j=1}^n e_{i,j}^\beta(t) \rho_{\beta(i,j)}(t) \right]$$

(2)

where $\rho_{\alpha(i,j)}(t)$ and $\rho_{\beta(i,j)}(t)$ denote the mean packet drop rates, at time $t$, across the links $e_{i,j}^\alpha(t)$ and $e_{i,j}^\beta(t)$. $\forall i, j \in \{1, n_i(t)\}; \forall k, l \in \{1, n_p(t)\}$ of the graphs $G(t)$ and $G(t)$, respectively. The product terms $e_{i,j}^\alpha(t) \rho_{\alpha(i,j)}(t)$ and $e_{i,j}^\beta(t) \rho_{\beta(i,j)}(t)$ eliminates redundancy in computation, as it eliminates the additive components for the edges which do not exist in the network. Clearly, minimizing the mean packet drop rate of the overall network, requires optimal hopping between frequencies to minimize the effects of jamming. In the following Section, we design the optimal group decision rule which effectively diminishes the packet drop rate of the network maximally by using the preference profiles of the unaffected nodes.

3.4. Case study - problem scenario

In this Section, we provide an example case study on the jammer’s effect on the ongoing communications in the network. An extension of this case study, where the solution to the problem is highlighted, is presented in Section 4.3. In Fig. 1, we elaborate the problem and discuss on the proposed solution approach using the optimal decision rule. Fig. 1(a) highlights a planar terrain of dimensions 250 m x 250 m with 50 nodes distributed uniformly randomly across it. The nodes are either operating in frequency $f_a$ (denoted by blue color) or in the $f_b$ frequency (denoted by red color). We concentrate on the sample case of one particular route in the network and elaborate the operation of the optimal decision algorithm. Initially, when the jammer is not present in the network, the nodes in the sample route are assumed to operate in frequency $f_a$ and the flow of data packet along the route $R$ is shown by the black arrowheads.

Fig. 1(b) depicts the state of the network under the influence of the jammer $j$, positioned at $(x_j, y_j) = (120, 110)$ and operating in the $f_a$ frequency. It is to be noted that the nodes within the communication range of $j$ and operating in $f_b$ become non-functional at this point and are marked by a cross. Communication along the route $R$, at this point of time, is disrupted and the route packet delivery ratio as well as the packet delivery ratio of the overall network drops down consequently. Under such a situation, the goal of our work is to decide optimally on whether to switch their operating frequency of the nodes to $f_b$ or to continue operating in $f_a$. The solution to this problem, as achieved through the application of an optimal decision rule, is presented in the following section.

4. Proposed solution

We use the optimal group decision rule as the framework to solve the aforementioned problem. Motivated by the work of Ben-Yashar and Nitzan [41,42], we choose the generalized ‘pair-wise choice’ scheme as the basis of determination of the corresponding optimal decision rule. The justification behind choosing the optimal group decision rule to build the solution strategy is that our system model allows all the four possible pair-wise choices and the payoffs corresponding to each pair determines the overall welfare of the society. The optimal group decision rule gives the global optimal solution based on the individual decision profile of the nodes which takes part in the decision making.

While the location of jammer, $j$, is considered to be fixed at $(x_j, y_j)$, location of any node $v_i$, is given by $(x_{i}, y_{i})$, $\forall v_i \in V$. We describe the term eligibility factor, and hence, define the principles used to form a society.

Definition 2. The eligibility factor $\hat{\theta}_v$ of a node, $v_i$, determines whether a node is eligible to be a member of the decision making group, and $\hat{\theta}_v, \forall v_i \in V$, is mathematically classified as:

$$\hat{\theta}_v = \begin{cases} 1, & \text{if } \delta_{n_j} \leq \delta_{th} \\ 0, & \text{otherwise} \end{cases}$$

(3)

where $\delta_{n_j}$ is the distance between node $v_i$ and the jammer, $j$ and is computed as:

$$\delta_{n_j} = \left( |x_{i} - x_{j}|^{2} + |y_{i} - y_{j}|^{2} \right)^{1/2}$$

(4)

and $\delta_{th}$ is a predefined threshold distance determined based on the communication range of $j$, $r(J)$, and is taken considerably larger than $r(J)$.

Definition 3. A society, $S(t)$, formed at time $t$, is defined as a collection of nodes which are not under the influence of the jammer at that time instant and for which $\hat{\theta}_v = 1$. $S(t)$ is mathematically defined as:
\[S(t) = \{ \hat{v}_i : \hat{v}_i \in V; F_{\hat{v}_i}(t) \neq F_{\hat{j}}(t); \hat{v}_i = 1; \hat{\delta}_{\hat{v}_i, \hat{j}} \leq \tau(\hat{j}) \]
\[\text{or } \hat{v}_i \in V; \hat{\delta}_{\hat{v}_i, \hat{j}} = 1; \hat{\delta}_{\hat{v}_i, \hat{j}} > \tau(\hat{j}), \forall \hat{v}_i \in V \]  
(5)

where \(F(\hat{v}_i)\) and \(F(\hat{j})\) denote the operating frequencies of node \(\hat{v}_i\) and jammer \(\hat{j}\), respectively. Also, \(\forall t, S(t) \subseteq V\).

We assume that all the members of the society \(S(t)\) have the capability of making decisions on whether to switch frequency based on its packet drop rate and distinguish between a potentially correct and incorrect decision. However, the members are fallible to optimal decision making, and hence, the importance of group decision making remains persistent.

4.1. Generalized pair-wise choice framework

Let us assume that at time \(t\), the number of members present in the society \(S(t)\) is denoted by \(\hat{n}(t)\) such that \(\hat{n}(t) = |S(t)|\). Each member is capable of estimating, based on its mean packet delivery rate, the existence of a jammer along a particular route and make decision on whether to switch frequency or not. Therefore, the two potential factors driving node \(\hat{v}_i\)’s decisions are:

(i) \(E(\hat{v}_i) = \{+1, -1\}\): Whether the medium is jammed (+1) or not (-1).

(ii) \(E(\hat{v}_i) = \{+1, -1\}\): Whether to switch (toggle) frequency (+1) or not (-1).

Based on these two factors a node makes its individual decision which, however, is fallible with certain probability. Let, \(P_{\hat{v}_i}^{+}\) and \(P_{\hat{v}_i}^{-}\) be the probabilities with which a member node \(\hat{v}_i (\forall \hat{v}_i \in S(t))\) switched frequency in presence of a jammer and operates in the current frequency if it is unaffected by the jammer, respectively. Therefore, mathematically,

\[P_{\hat{v}_i}^{+} = P(E(\hat{v}_i) = +1) | P(E(T_{\hat{v}_i}) = +1) = P(+1 : +1)_{\hat{v}_i} \]  
(6)

\[P_{\hat{v}_i}^{-} = P(E(\hat{v}_i) = -1) | P(E(T_{\hat{v}_i}) = -1) = P(-1 : -1)_{\hat{v}_i} \]  
(7)

Also, \(0 < P_{\hat{v}_i}^{+}, P_{\hat{v}_i}^{-} < 1\) and \(P_{\hat{v}_i}^{+} > (1 - P_{\hat{v}_i})\). Now, considering the fallibility of node \(\hat{v}_i\), we define the corresponding Type I and Type II errors.

**Definition 4.** The Type I and Type II errors associated with the decision making of node \(\hat{v}_i\) are defined as the probability with which it continues to operate in its present frequency band despite being affected by the jammer and the probability with which it switches frequency despite being unaffected by the jammer, respectively. Mathematically, \(\forall \hat{v}_i\), \(P(+1 : -1)_{\hat{v}_i}\) and \(P(-1 : +1)_{\hat{v}_i}\) denote the Type I and Type II errors, respectively, and are expressed as:

\[P(+1 : -1)_{\hat{v}_i} = P(E(\hat{v}_i) = +1) | P(E(T_{\hat{v}_i}) = -1) = 1 - P_{\hat{v}_i}^{+} \]  
(8)

\[P(-1 : +1)_{\hat{v}_i} = P(E(\hat{v}_i) = -1) | P(E(T_{\hat{v}_i}) = +1) = 1 - P_{\hat{v}_i}^{-} \]  
(9)

Now to ascertain the probability that a node \(\hat{v}_i\) is affected by the presence of jammer \(\hat{j}\) in the network, i.e., the probability that \(\hat{v}_i\) experiences a decreae in packet delivery ratio, we define the following metrics.

**Definition 5.** The edge packet delivery ratio, \(\chi_{\hat{v}_i, \hat{j}}^{+}(t)\), at time \(t\), is defined as the ratio of the number of packets sent by the node \(\hat{v}_i\) and successfully received by the node \(\hat{j}\) to the total number of packets transmitted by \(\hat{v}_i\) to \(\hat{j}\), since the two nodes started operating on the frequency \(x \in \{\alpha, \beta\}\). Note that, \(\hat{v}_i\) and \(\hat{j}\) here, are connected by the edge \(e_{\hat{v}_i, \hat{j}}\), i.e., the two nodes are single-hop neighbors of each other. Mathematically, expressing, we have:

\[\chi_{\hat{v}_i, \hat{j}}^{+}(t) = \frac{\sum_{\tau=t_{\hat{v}_i}}^{\tau-1} \Lambda_{\hat{v}_i, \hat{j}}^{\alpha, \beta}(\tau)}{\sum_{\tau=t_{\hat{v}_i}}^{\tau-1} \Lambda_{\hat{v}_i, \hat{j}}^{\alpha, \beta}(\tau)} , \forall \hat{v}_i, \hat{j} \in V, x \in \{\alpha, \beta\} \]  
(10)

where \(\tau \leq t\) and \(\tau = t\) marks the time instant at which the nodes \(\hat{v}_i\) and \(\hat{j}\) started to operate in the same frequency \(x \in \{\alpha, \beta\}\). \(\Lambda_{\hat{v}_i, \hat{j}}^{\alpha, \beta}(\tau)\) and \(\Lambda_{\hat{v}_i, \hat{j}}^{\alpha, \beta}(\tau)\) denote the number of packets sent from \(\hat{v}_i\) to \(\hat{j}\) at the \(\tau th\) time instant and the number of packets for which the acknowledgments are received by \(\hat{j}\), respectively. Clearly, in presence of the jammer \(\hat{j}\), the edge packet delivery ratio drops to zero if the nodes are operating in the same frequency as \(\hat{j}\) and either of nodes or both are within the coverage area of \(\hat{j}\).

**Definition 6.** For a route \(R = (\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_k)\) the route packet delivery ratio, \(\psi_R(t)\), at time \(t\) for a given source-destination pair of nodes is characterized by mean edge packet delivery ratio corresponding to the edges in the route since the time-instant when all nodes in the route started communicating in the same frequency. Mathematically, \(\forall \hat{v}_i, \hat{v}_j \in V\), we have:

\[\psi_R^{\alpha}(t) = \frac{1}{k} \sum_{i=1}^{k-1} \chi_{\hat{v}_i, \hat{v}_{i+1}}^{+}(t) \]  
(11)

where \(x \in \{\alpha, \beta\}\).

Also, a node may send packets destined to several different nodes within the network over a given period of time. We, therefore, define the term nodal packet delivery ratio as follows.

**Definition 7.** The nodal packet delivery ratio, \(\Psi_R^{\alpha}(t)\), at time \(t\) is defined as the ratio of the cumulative number of packets transmitted directly by node \(\hat{v}_i\) to its one-hop neighboring nodes which are operating in the same frequency as \(\hat{v}_i\) to the cumulative number of packets successfully received by the corresponding nodes. Mathematically,

\[\Psi_R^{\alpha}(t) = \frac{\sum_{m=1}^{k} \chi_{\hat{v}_i, \hat{j}}^{+}(tm)}{k'} , \forall \hat{v}_i, \hat{j} \in V, x \in \{\alpha, \beta\} \]  
(12)

where \(k'\) denotes the number of single-hop neighbor nodes to which node \(\hat{v}_i\) is communicating at the time \(t\), and \(tm (tm \leq t, \forall tm)\) marks the time instant since which the nodes \(\hat{v}_i\) and \(\hat{j}\) have started to communicate with each other.

Clearly, \(\forall \hat{v}_i \in V\). at any time \(t\), \(0 \leq \Psi_R^{\alpha}(t) \leq 1\). Moreover, the nodal packet delivery ratio acts as a measure for the degree of afflication for a (member) node due to presence of the jammer in the network. Therefore, at any given time \(t\), for a member node of the society, i.e., \(\forall \hat{v}_i \in S(t)\), we have:

\[P(E(\hat{v}_i) = +1) = \Psi_R^{\alpha}(t) \]  
(13)

\[P(E(\hat{v}_i) = -1) = 1 - \Psi_R^{\alpha}(t) \]  
(14)

Now, probability that a node \(\hat{v}_i\) will switch its frequency at time \(t\), \(\eta_R(t)\), is computed based on \(\hat{v}_i\)’s behavior during the last \(t''\) time instants, where \(t'' < t\). Therefore, at time \(t\), \(\eta_R(t)\) is statistically computed as:

\[\eta_R(t) = \frac{\sum_{\tau=t''}^{\tau} \chi_{\hat{v}_i, \hat{j}}^{+}(\tau)}{t - t''} , \forall \hat{v}_i \in S(t) \]  
(15)

where \(\chi_{\hat{v}_i, \hat{j}}(\tau)\) is a counter the value of which is incremented if node \(\hat{v}_i\) has switched frequency at time \(\tau\). Therefore, clearly, \(0 \leq \sum_{\tau=t''}^{\tau} \chi_{\hat{v}_i, \hat{j}}(\tau) \leq t - t''\). \(\forall \hat{v}_i\); i.e., \(0 \leq \eta_R(t) \leq 1\). Therefore, \(\forall \hat{v}_i \in S\), at any given time \(t\), we have:

\[P(E(\hat{v}_i) = +1) = \eta_R(t) \]  
(16)
\[ P(E(T_0) = -1) = 1 - \eta_0(t) \] (17)

Let \( x_{\hat{v}_1}(t) \) be the decision of node \( \hat{v}_1 \) on whether it should switch its frequency at time \( t \), such that \( x_{\hat{v}_1}(t) \in \{+1, -1\} \). \( x_{\hat{v}_1}(t) = 1 \) indicates that node \( \hat{v}_1 \) switches its operating frequency at time \( t \), whereas, \( x_{\hat{v}_1}(t) = -1 \) indicates otherwise.

**Definition 8.** A decision profile at time \( t \) is a vector containing the decisions of all the \( \theta(t) \) nodes of the society \( S(t) \), at that time, and is expressed as: \( x(t) = (x_{\hat{v}_1}, x_{\hat{v}_2}, \ldots, x_{\hat{v}_{\theta(t)}}) \) and \( \forall i, x_{\hat{v}_i} \in \{+1, -1\} \).

Considering the failibility in decision making of the nodes, our goal is to formulate an optimal group decision rule based on which all the nodes in the network act, i.e., either the nodes switch frequency or they keep operating in their present frequency. Individual node decisions, however, are transmitted as a single-bit binary signal (0 and 1 indicating ‘no’ (i.e., \( x_{\hat{v}_i} = -1 \)) and ‘yes’ (i.e., \( x_{\hat{v}_i} = +1 \)) to the switching decision, respectively to a central coordinator where subsequent optimal decisions are taken based on the decision profile.

4.2. Determination of the optimal decision rule

In this section, we first define the payoff associated with the decision making process. Based on this, the optimal decision rule is determined with a view to maximize the payoff of the overall network.

**Definition 9.** The payoff of a network is defined as the cumulative energy consumption of the network subjected to the network conditions, i.e., whether the jammer is active or not, and the decision made by the society, i.e., whether to switch frequency or not. The payoff of the network is denoted by \( \Omega(i, j) \) where \( i \) corresponds to the decision of the society (+1 if the decision is to switch frequency and −1 if it decides to continue its operation in the present operating frequency) and \( j \) corresponds to the state of the jammer (+1 if the jammer is active and −1 otherwise). The payoffs associated with the following events, are given as follows.

(i) \( \Omega(+1 : +1) \): The payoff for switching frequency and successfully avoiding the jammer’s adverse effects.

(ii) \( \Omega(+1 : -1) \): The payoff for retaining operations in the present operating frequency when there is no influence of the jammer.

(iii) \( \Omega(+1 : -1) \): The payoff for switching frequency despite there being no influence of the jammer on the network.

(iv) \( \Omega(-1 : +1) \): The payoff for continuing to work in the present operating frequency despite it being affected by the jammer.

Clearly, while we have: \( \Omega(+1 : +1) > \Omega(+1 : -1) \) and \( \Omega(-1 : -1) > \Omega(-1 : +1) \).

Again, \( \lambda(t) \) is the proportion of nodes in \( S(t) \) experiencing an increased packet drop rate at time \( t \) due to the presence of \( J \). Clearly, \( 0 < \lambda(t) < 1 \). The magnitude of \( \lambda(t) \) is, however, computed as a part of learning based on the variation in its magnitude is the prior time instant. At time \( t, \lambda(t) \) is mathematically computed as:

\[
\lambda(t) = \xi \lambda(t - 2) + (1 - \xi) \lambda(t - 1), \forall t
\] (18)

where \( \xi \) is a predefined learning constant and the value of which is typically set to 0.5.

Now, let \( \phi(x) \) be a function that works on the decision profile \( x(t) \) and yields +1 (decision to switch frequency) or −1 (decision not to switch frequency) as its output. \( x(t) \) denotes the total number of possible preference profiles available at time \( t \). It is worthy of mentioning that for a society with \( \theta(t) \) members, the total number of distinct preference profiles is \( 2^{\theta(t)} \), i.e., \( |X(t)| = 2^{\theta(t)} \), and also, \( \phi(x) : X(t) \to \{+1, -1\}, \forall t \). Our objective is to optimize the group decision making process and select the aggregation rule in such a way so that the overall payoff of the society is maximized at every time instant. In order to do so, we first partition the set of all decision profiles, \( X(t) \), into \( X_{+1,\phi(x)}(t) \) and \( X_{-1,\phi(x)}(t) \), such that \( X_{+1,\phi(x)}(t) = \{x(t) \in X(t) : \phi(x) = +1\} \) and \( X_{-1,\phi(x)}(t) = \{x(t) \in X(t) : \phi(x) = -1\} \). Here \( X_{+1,\phi(x)}(t) \) denotes the set of all preference profiles on which, if applied, \( \phi(x) \) yields +1 as output, and similarly for \( X_{-1,\phi(x)}(t) \). Clearly, \( X_{+1,\phi(x)}(t) \cup X_{-1,\phi(x)}(t) = X(t) \) and \( X_{+1,\phi(x)}(t) \cap X_{-1,\phi(x)}(t) = \emptyset, \forall t \). Again, let for a given rule \( \phi(x) \), a node \( \hat{v}_i \) correctly switches its frequency in presence of a jammer or correctly retains it operation at the current frequency in absence of a jammer with probabilities \( P(E(\phi(x) : +1)) \) and \( P(E(\phi(x) : -1)) \), respectively, such that:

\[
P(E(\phi(x) : +1)) = P(x(t) \in X_{+1,\phi(x)}(t) : +1)
\] (19)

\[
P(E(\phi(x) : -1)) = P(x(t) \in X_{-1,\phi(x)}(t) : -1)
\] (20)

Clearly, \( P(x(t) \in X_{+1,\phi(x)}(t) : +1) = 1 - P(E(\phi(x) : +1)) \) and \( P(x(t) \in X_{-1,\phi(x)}(t) : -1) = 1 - P(E(\phi(x) : -1)) \).

Now, the goal of our work is to find the optimal group decision rule for which the overall system payoff is maximum under all conditions, or in other words, to attain the optimal value for \( \hat{\Gamma}(t) \). Let \( Y(t) \) be the overall payoff of the system at time \( t \). Therefore, we have:

\[
\hat{\Gamma}(t) \propto \frac{1}{Y(t)} \forall t
\] (21)

This boils down our problem statement to defining the optimal rule \( \phi(x) \) such that \( Y(t) \) is maximized. \( Y(t) \) is mathematically expressed as:

\[
Y(t) = \lambda(t) \Omega(+1 : +1)P(E(\phi(x) : +1)) + \Omega(-1 : +1)(1 - P(E(\phi(x) : +1))) + (1 - \lambda(t)) \Omega(-1 : -1)P(E(\phi(x) : -1)) + (\Omega(+1 : -1) - 1 - \Omega(-1 : -1))P(E(\phi(x) : -1)))
\] (22)

**Lemma 1.** The goal of minimizing the mean packet drop of the network (i.e., determining the magnitude of \( \hat{\Gamma}(t) \)) can be translated into maximization of the overall societal payoff (max \( Y(t) \)) for any given rule \( \phi(x) \), where \( \hat{\Gamma}(t) = \max Y(t) \) is expressed as:

\[
\hat{\Gamma}(t) = \lambda(t) \Omega(+1 : +1)P(E(\phi(x) : +1))
\]

\[
+ (1 - \lambda(t)) \Omega(-1 : -1)P(E(\phi(x) : -1))
\]

such that \( \Omega(+1) = \Omega(+1 : +1) - \Omega(-1 : +1) \) and \( \Omega(-1) = \Omega(-1 : -1) - \Omega(+1 : -1) \).

**Proof.** As expressed in Eq. (21), \( Y(t) \) varies inversely with \( \hat{\Gamma}(t) \). Now, expanding Eq. (22), we have:

\[
Y(t) = \lambda(t) \Omega(+1 : +1)P(E(\phi(x) : +1)) + \Omega(-1 : +1)(1 - P(E(\phi(x) : +1))) + [\Omega(-1 : -1)P(E(\phi(x) : -1))] + \Omega(+1 : -1)(1 - P(E(\phi(x) : -1))) - \lambda(t) \Omega(-1 : -1)P(E(\phi(x) : -1)) \]

\[
= \lambda(t)P(E(\phi(x) : +1)) + \Omega(+1 : +1) - \Omega(-1 : +1)
\]

\[
+ (1 - \lambda(t))P(E(\phi(x) : -1)) \Omega(-1 : -1) - \Omega(+1 : -1) \Omega(-1 : -1) \]

Substituting \( \Omega(+1 : +1) = \Omega(-1 : +1) \) and \( \Omega(-1) = \Omega(-1 : -1) - \Omega(+1 : -1) \) by \( \Omega(+1) \) and \( \Omega(-1) \), respectively, we write Eq. (23) as:

\[
Y(t) = \lambda(t)P(E(\phi(x) : +1)) \Omega(+1)
\]

\[
+ (1 - \lambda(t))P(E(\phi(x) : -1)) \Omega(-1)
\]
+ \lambda(t)\Omega(-1) + (1 - \lambda(t))\Omega(+1)
\]

Examining Eq. (25), we observe that last two (third and fourth) terms are independent of \( \phi(x) \). Therefore, maximization of the equation necessarily boils down to maximization of the first two (first and second) \( \phi(x) \)-dependent terms. The maximum value of \( \mathcal{Y}(t) \), denoted by \( \tilde{\mathcal{T}}(t) \), is therefore, expressed as:

\[
\tilde{\mathcal{T}}(t) = \lambda(t)\Omega(+1)P(E(\phi(x) : +1)) + (1 - \lambda(t))\Omega(-1)P(E(\phi(x) : -1))
\]

\[
\text{Theorem 2. The optimal group decision rule, } \hat{\phi}(x), \text{ is mathematically classified as:}
\]

\[
\hat{\phi}(x) = \xi \left[ A + B + \sum_{i=1}^{n}(E + D)[(x_n^2 + x_i^2)! - 1] - \sum_{i=0}^{n} D x_i \right] - \frac{n}{1 - p_i} \]

\[
\text{where, } \ln \frac{\lambda(t)}{1 - \lambda(t)} = A, \quad \ln \frac{\Omega(+1)}{\Omega(-1)} = B, \quad \ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} = C.
\]

\[
\ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} = D, \text{ and } \xi(a) \text{ is given as:}
\]

\[
\xi(a) = \begin{cases} +1, & \text{if } a > 0 \\ -1, & \text{otherwise} \end{cases}
\]

**Proof.** At any given time \( t \), for any decision profile \( x(t) \in X(t) \), we divide the members of the society \( S(t) \) into two partitions, viz., \( S_0(t) \) and \( S_1(t) \), such that all \( x_i \in S_0(t) \) if \( x_i = 1 \) and \( x_i = 0 \) if \( x_i = -1 \). Clearly, \( S_0(t) \cup S_1(t) = S(t) \) and \( S_0(t) \cap S_1(t) = \emptyset \). Also, we have \( |S_0(t)| + |S_1(t)| = n \).

Let \( \hat{\gamma}_0(\phi(x) : +1) \) and \( \hat{\gamma}_0(\phi(x) : -1) \) be the probabilities of switching the present operating frequency given that the jammer is also operating in the same frequency and of retaining operation in the current frequency given that it is not affected by the jammer, respectively. Therefore, mathematically, we have the following two equations:

\[
\hat{\gamma}_0(\phi(x) : +1) = \prod_{x_i \in S_0(t)} \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} \prod_{x_i \in S_1(t)} (1 - P_{\hat{\phi}})
\]

\[
\hat{\gamma}_0(\phi(x) : -1) = \prod_{x_i \in S_0(t)} \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} \prod_{x_i \in S_1(t)} (1 - P_{\hat{\phi}})
\]

Now, for any given \( \phi(x) \), we have:

\[
P(E(\phi(x) : +1)) = \sum_{x(t) \in X(t)} \hat{\gamma}_0(\phi(x) : +1)
\]

and

\[
P(E(\phi(x) : -1)) = \sum_{x(t) \in X(t)} \hat{\gamma}_0(\phi(x) : -1)
\]

Now replacing the terms in \( P(E(\phi(x) : +1)) \) and \( P(E(\phi(x) : -1)) \) in the result obtained from Lemma 1, we have:

\[
\tilde{\mathcal{T}}(t) = \lambda(t)\Omega(+1) \sum_{x(t) \in X(t)} \hat{\gamma}_0(\phi(x) : +1) + (1 - \lambda(t))\Omega(-1) \sum_{x(t) \in X(t)} \hat{\gamma}_0(\phi(x) : -1)
\]

Now, for any decision profile \( x(t) \in X(t) \), we have:

\[
\hat{\phi}(x) = \begin{cases} +1, & \text{if } \lambda(t)\Omega(+1)\hat{\gamma}_0(\phi(x) : +1) > (1 - \lambda(t))\Omega(-1)\hat{\gamma}_0(\phi(x) : -1) \\ -1, & \text{otherwise} \end{cases}
\]

Therefore, the necessary and sufficient condition for optimality of the group decision rule which ensures maximization of the overall system payoff can be expressed as:

\[
X_{\hat{\phi}(x)}(t) = \{x(t) \in X(t) : \hat{\phi}(x) = +1\}
\]

where \( \hat{\phi}(x) \) denotes the optimal decision rule. Next, using Eq. (34), we have:

\[
X_{\hat{\phi}(x)}(t) = \{x(t) : x(t) \in X(t) \text{ and } \lambda(t)\Omega(+1)\hat{\gamma}_0(\phi(x) : +1) > (1 - \lambda(t))\Omega(-1)\hat{\gamma}_0(\phi(x) : -1)\}
\]

Again, replacing the values of \( \hat{\gamma}_0(\phi(x) : +1) \) and \( \hat{\gamma}_0(\phi(x) : -1) \) using Eqs. (29) and (30), we rewrite the above equation as:

\[
X_{\hat{\phi}(x)}(t) = \{x(t) : x(t) \in X(t) \text{ and } \lambda(t)\Omega(+1)\hat{\gamma}_0(\phi(x) : +1) > (1 - \lambda(t))\Omega(-1)\hat{\gamma}_0(\phi(x) : -1)\}
\]

Now, for sake of convenience, we separate out the aforementioned inequality as:

\[
\frac{\lambda(t)}{1 - \lambda(t)}\Omega(+1)\hat{\gamma}_0(\phi(x) : +1) - \frac{\lambda(t)}{1 - \lambda(t)}\Omega(-1)\hat{\gamma}_0(\phi(x) : -1) > 0
\]

\[
\Rightarrow \ln \frac{\lambda(t)}{1 - \lambda(t)} + \ln \frac{\Omega(+1)}{\Omega(-1)} + \sum_{x_i \in S_0(t)} \ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} - \sum_{x_i \in S_1(t)}\ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} > 0
\]

Substituting \( \ln \frac{\lambda(t)}{1 - \lambda(t)} \) and \( \ln \frac{\Omega(+1)}{\Omega(-1)} \) by \( A \) and \( B \), we have:

\[
A + B + \sum_{x_i \in S_0(t)} \ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} \left( x_i^2 + x_i \right)! - \sum_{x_i \in S_1(t)}\ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} \left( x_i^2 + x_i \right)! > 0
\]

\[
\Rightarrow \ln \frac{\lambda(t)}{1 - \lambda(t)} + \ln \frac{\Omega(+1)}{\Omega(-1)} + \sum_{x_i \in S_0(t)} \ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} \left( x_i^2 + x_i \right)! - \sum_{x_i \in S_1(t)}\ln \frac{P_{\hat{\phi}}}{1 - P_{\hat{\phi}}} \left( x_i^2 + x_i \right)! > 0
\]
\[ \ln \left( \frac{\frac{P_{t_1}}{P_{n_1}}}{1 - \frac{P_{t_1}}{P_{n_1}}} \right) > 0 \quad (41) \]

\[ \Rightarrow \mathcal{A} + \mathcal{B} + \frac{\beta(t)}{1 - \frac{P_{t_1}}{P_{n_1}}} + \ln \left( \frac{\frac{P_{t_1}}{P_{n_1}}}{1 - \frac{P_{t_1}}{P_{n_1}}} \right) \]

\[ \times (x^2 t_1 + x_0 t_1 - 1) - \sum_{i=0}^{\beta(t)} \Delta x_0 \right) \leq 0 \quad (45) \]

Therefore, it is concluded that:

\[ \hat{\phi}(x) = \xi \left( \mathcal{A} + \mathcal{B} + \frac{\beta(t)}{1 - \frac{P_{t_1}}{P_{n_1}}} \right) \] (46)

where:

\[ \xi(a) = \begin{cases} +1 & \text{if } a > 0 \\ -1 & \text{otherwise} \end{cases} \quad (47) \]

Having obtained the optimal group decision rule, we now illustrate the application of the optimal decision rule through a case study.

4.3. Case study - solution

This part of the manuscript demonstrates the optimal decision rule-based solution to the problem of jamming in reference to the example case presented in Section 3.4. In continuation with the pair of figures (Fig. 1(a) and (b)) presented in Section 3.4, Fig. 2 illustrates the solution to the aforementioned problem. Fig. 2(c) shows the resumption of communication between the given source-destination pair of nodes after the nodes in the society decide to switch frequency and start to operate in frequency \( f_{t_2} \). The nodes communicate through a new route \( R^* \) to avoid the jammer’s influence.

The jammer \( J \), however, may decide to switch its operating frequency and start operating in frequency \( f_{t_3} \) in which case communication along the \( R^* \) route will again be affected as shown in Fig. 2(d). Once again, we apply the optimal decision rule to analyze its impact on the overall network. In Fig. 2(e), the state of the network if the outcome of the decision rule is to switch frequency to \( f_{t_4} \) is shown. Communication between the source and destination nodes may re-initiate along the route \( R \) once more. We highlight two important characteristics regarding the execution of the optimal decision rule as a solution to the problem of jamming in WSNs. Firstly, we mention that the optimal decision rule as a periodic routine within an aggregator node and such an aggregator node is chosen dynamically based on the network conditions. We also point out that, as shown, in the sample case, it is not always the case that if a jammer is operating in frequency \( f_{t_3} \) all nodes within the society would switch their operating frequency to \( f_{t_2} \) and vice versa. The decision of frequency-switch or continued operation in the same frequency is directly dependent on the societal benefit as a whole and on the benefit of one particular route only. We illustrate this situation in the following section as we analyze the utility of the optimal decision rule in the context of jamming avoidance in a network where communication is taking place across multiple routes.

5. Performance analysis

In this Section, we analyze the performance of the proposed solution both from the perspective of a particular sender-receiver pair and the network as a whole. We consider a single static jammer system for our simulation with frequency switching capabilities, i.e., the jammer, \( J \), may switch between frequencies \( f_{t_3} \) and \( f_{t_4} \) at its will with an intention to disrupt the network communications maximally. The location coordinates of \( J \) is fixed at \((x_{1j}, y_{1j}) = (120, 110)\). The 50 nodes distributed across the planer terrain are consider to operate in either of the frequencies at time \( t = 0 \). The nodes are static in nature and the corresponding deployment of the (numbered) nodes are presented in Fig. 3. The network traffic is taken to be of variable bitrate (VBR) with a mean of 1 and variance of 0.58 packets per minute. We considered the first order radio model [43] for the energy expended by the radio to transmit and receive the messages. The equations for the energy computation to transmit and receive the messages are as follows:

\[ E_{tr}(c, r) = E_{elec} \ast c + e_{amp} \ast c \ast r^2 \]

\[ E_{re}(c) = E_{elec} \ast c \]

where \( E_{tr}(c, r) \) is the energy consumed by the radio to transmit \( c \) bits of data over a distance of \( r \) meters, and \( E_{re}(c) \) is the energy consumed by the radio to receive \( c \) bits of data, respectively. \( E_{elec} \) denotes the energy (in \( \text{nJ/bit} \)) required to run the transmitter or receiver circuitry and \( e_{amp} \) (in \( \text{pJ/bit/m}^2 \)) denotes the energy consumed by the transmitter amplifier. Table 1 highlights the key simulation parameters used for the purpose.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terrain</td>
<td>250 m x 250 m</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>50</td>
</tr>
<tr>
<td>Deployment pattern</td>
<td>Uniform random</td>
</tr>
<tr>
<td>Communication range (node)</td>
<td>75 m</td>
</tr>
<tr>
<td>Communication range (jammer)</td>
<td>150 m</td>
</tr>
<tr>
<td>Frame header length</td>
<td>34 Bytes</td>
</tr>
<tr>
<td>Frame payload length</td>
<td>0 - 2034 Bytes</td>
</tr>
<tr>
<td>( E_{elec} )</td>
<td>115 nJ/bit</td>
</tr>
<tr>
<td>( E_{amp} )</td>
<td>100 pJ/bit/m^2</td>
</tr>
<tr>
<td>Initial nodal energy</td>
<td>200 J</td>
</tr>
</tbody>
</table>
the frequency $f_\alpha$, whereas, routes $R_8$ through $R_{10}$ communicate in $f_\beta$. Also, all data are collected over 50 iterations in each case and the corresponding results are plotted with 95% confidence.

### 5.1. Packet delivery ratio

In Fig. 4, we plot the average packet delivery ratio of a route against the route IDs. We observe that in Fig. 4(a), initially, the PDR was close to 1 when the jammer $J$ was inactive. However, in presence of $J$ the PDR is observed to drop significantly. When $J$ operates in $f_\alpha$, only routes $R_1$ through $R_5$ except $R_8$ is observed to be affected. Clearly, as the nodes involved in routes $R_6$ to $R_{10}$, communication in these routes are unaffected by the presence of $J$. It is noteworthy that despite operating in $f_\alpha$, communication in route $R_2$ remains unaffected as the source and the destination nodes including the intermediates of nodes are all located outside the jammer’s communication range. The overall network PDR decreases by 36.35% in this case. Similarly, if $J$ switches to frequency $f_\beta$, all routes from $R_6$ to $R_{10}$ except $R_8$ are affected. The network PDR, in this case drops by 32.65%. However, once again, we observed that route $R_8$ is unaffected by the jammer’s presence as all nodes in this route are beyond its communication range.
and

5.2. Energy consumption

We now analyze energy dissipation of a node both route-wise and from the network’s perspective and with variable frame size.

5.2.1. Route-wise analysis

In Fig. 5, the cumulative energy consumption of all the nodes in a route is plotted against the route IDs and variation of energy consumption. We observed that, the mean energy consumption increases by multiple folds in presence of the jammer, as shown in Fig. 5(a). The multiple fold increase in the energy consumption of the particular route under the influence of the jammer is because of the repeated re-transmission of the dropped data packet. In our work the re-transmission limit for the particular data packet is set to 16. When the jammer is operating in $f_a$ frequency. The overall energy consumption for all the routes in the network is observed to be increased by 3.44 times than that of when the jammer is absent. However, energy consumption corresponding to route R4 is almost unaltered as no nodes within this route falls under the jammer’s influence. A 5.03 times increment in the network’s energy consumption is noted when the jammer is operating in $f_b$. Once again, it is noted that the energy consumption of route R8 remains unaffected by the presence of the jammer as it lies entirely outside the jammed region.

We analyze the impact of the optimal decision rule on the energy consumption in Fig. 5(b) and (c). Firstly, in Fig. 5(b), we study the impact of the decision taken by the society on the network. The overall network energy consumption of 54.16% is noted after the application of the proposed solution, which is only 1.58 times that of in absence of the jammer. Similar, pattern is observed in Fig. 5(c) where the network’s energy consumption, as a whole, is improved by 72.73% compared to the jammed state which is only 1.37 times of the ideal state. Note that, in routes R4 and R7 in Fig. 5(b) and (c), respectively, do not show improvements in terms of energy consumption even after the application of the optimal solution as the source and destination nodes, respectively, are inside the jammed region. This implies that neither node may take part in the decision making process, nor are they capable of switching their frequencies based on the societal choices.

Next, we inspect the energy dissipation of the network as a whole, first with time, and then against variable frame size.

5.2.2. Network-level analysis with time

We plot the variation in the cumulative network energy consumption against time in Fig. 6. We analyze the energy dissipation of the network for 4 simulation hours (240 simulation minutes) and plot the results. In Fig. 6(a), we observe a steadily increasing linear curve for the cumulative energy consumption of the network in absence of the jammer. However, the slope of the plots corresponding to the network energy dissipation are observed to increase significantly when there is a jammer present in the network, operating in either frequencies. The cumulative energy consumption of the network is studied to be increased by 3.36 times and 5.29 times when the jammer is operating in $f_a$ and $f_b$ frequencies, respectively, compared to that when the jammer is

### Table 3

<table>
<thead>
<tr>
<th>Route</th>
<th>Constituent vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>v10 v20 v26 v29 v30</td>
</tr>
<tr>
<td>R2</td>
<td>v10 v11 v20 v26</td>
</tr>
<tr>
<td>R3</td>
<td>v10 v20 v26 v29</td>
</tr>
<tr>
<td>R4</td>
<td>v12 v20 v29 v30</td>
</tr>
<tr>
<td>R5</td>
<td>v10 v20 v26 v29</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Route</th>
<th>Connecting vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>R6</td>
<td>v4 v81 v17 v22 v26</td>
</tr>
<tr>
<td>R7</td>
<td>v4 v81 v17 v22 v26</td>
</tr>
<tr>
<td>R8</td>
<td>v4 v21 v26 v29</td>
</tr>
<tr>
<td>R9</td>
<td>v4 v21 v26 v29</td>
</tr>
<tr>
<td>R10</td>
<td>v4 v21 v26 v29</td>
</tr>
</tbody>
</table>

In Fig. 4(b), we compare the PDR of the routes when the jammer is operating in frequency $f_a$ and the nodes continued to operate as per the regular FHSS policy with the case when the jammer $J$ is operational in $f_a$ but based on the optimal decision rule all nodes in the society decide to switch to frequency $f_b$. Table 3 presents the re-adjusted communication routes for routes R1 through R5. Note that routes R6 through R10 remain unaffected by the presence of $J$. We observe a 30.40% improvement in the PDR of the network as a whole, when the society decides to switch. However, for route R3, as the destination node, v29, is within the region affected by the influence of $J$, i.e., the node is not a member of the society and is unable to switch its frequency. The PDR for route R3, is thus, remains unimproved by the decision of the society.

Similar observations are made in Fig. 4(c). The modified routes corresponding to routes R6 through R10 are shown in Table 4 while routes R1 through R5 remain unaffected by the jammer’s presence. We compute that using optimal decision rule we obtain 25.26% improvement over the scenario in which the nodes continue to operate in a same frequency. However, in this case as well, for route R7 the PDR is not improved. Once again, this is because the destination node, v21, in this case, is inside the jammer-affected region, and therefore, is unable to take part in the decision making process.

![Graph showing route packet delivery ratio vs route ID](image-url)
non-existent. The repeated frame-drops caused by the influence of the jammer, which results in multiple re-transmissions of the same data frames, trigger a surge in the energy consumption of the network, as a whole.

However, comparing the results shown in Fig. 6(b) with that of Fig. 6(a), we notice an improvement of 53.10% in the cumulative energy dissipation of the network. Application of the optimal decision rule in a jammer-affected scenario is observed to diminish the overall network energy consumption to only 1.57% of that of the ideal scenario. Similar results are obtained as we study the results plotted in Fig. 6(c). The energy dissipation of the network is observed to be improved by 73.74%, mitigating it to only 1.44 times of that when the jammer is absent from the network. It is noteworthy that even after the application of the optimal decision rule on the network when it is affected by the jammer’s presence, the network energy consumption never gets close to its ideal value. This is because not all communication routes are altered successfully through application of the decision rule as routes with either the source or the destination nodes (or both) placed within the jammer’s communication region may not take part in the decision making process, and thus, are unable to switch frequencies.

Fig. 7(b), however, depicts that application of the optimal decision rule vastly improves the condition and the overall energy consumption of the network is reduced by 53.18% as all the members nodes of the society decides to switch their frequencies. Similar patterns are observed in Fig. 7(c), where we notice a sharp decrease in the network’s energy consumption by 73.29% as the optimal decision rule is put into application. However, once again, in neither of the cases, the energy dissipation of the network is diminished enough to be close to the ideal state, i.e., the energy dissipation of the network in absence of the jammer as route in which the source or destination node (or both) are positioned within the jammer-impacted region may not take part in the decision making procedure, and hence, may not be able to act accordingly to avoid the jammer’s interception.

Finally, in Fig. 8, we plot the amount of energy salvaged by the application of the optimal decision rule. Fig. 8(a) shows the amount of cumulative energy recovered over time as the optimal decision making was put into play. Similarly, in Fig. 8(b), the amount of energy saved is plotted against the frame size. Through this we establish the suitability of the optimal decision rule, and thus, justify its application in the jamming avoidance.

5.3. Synthesis

Finally, based on the results obtained, we summarize the key takeaways from the experiments performed. The observations are presented as follows:

- Application of the optimal decision rule for ex-ante frequency hopping effectively diminishes the PDR and consequently the energy consumption of the overall network.
- In our case study, for route R3 the destination node (node v18) is within the jammer-affected region. The same holds true for
the source node (node $v_B$) for route $R_I$. Therefore, even after application of the optimal decision rule, the performance of neither of these routes is improved.

• The network payoff, i.e., the overall network energy consumption, however, is observed to be highly improved in case of the proposed solution approach. This comes as a direct consequence of reduced frame transmission as compared to a jammer-affected sub-network. Note that, the proposed solution aims to achieve a globally optimal solution considering the entire network condition than a region-specific local solution to the jamming.

6. Conclusion

This work addresses the problem of jamming avoidance using frequency hopping technique. We consider the situation with a static WSN affected by a constant static jammer, which is capable of switching frequencies. We assume that the nodes in the network and the jammer are able to switch between two different frequencies. The objective of this work is to determine the optimal decision rule for frequency-hopping with a larger goal of maximizing the overall network throughput. We observe that, in the presence of a jammer, the route packet delivery ratio as well as the network packet delivery ratio are affected adversely by a significant extent. Results confirm that application of the optimal decision rule in such situations improves the network throughput and minimizes the energy consumption by a notable margin.

In future, we plan to extend our solution approach for situations with large number of operating frequencies. Also, we plan to investigate the utility of the proposed mechanism in the context of mobile WSNs and mobile jammers.
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